
  An energy pathway to dissipation:  
geophysical and astrophysical flows and  
the case of rotating stratified turbulence 

                              Annick Pouquet1 

 
               Raffaele Marino2,*  & Duane Rosenberg3 

                          1: LASP, CU; 2: NCAR, CO; 3: OakRidge, TN 
 

 Ocean Scale Interactions: A tribute to Bach Lien Hua 
 IFREMER, June 23 2014   
     
     *  NSF/CMG 1025183 	

      Runs:  NSF/TG-PHY100029, NSF/ NCAR/Yellowstone et  INCITE/DOE DE-AC05-00OR22725	

	

      pouquet@ucar.edu                                                                                                                  Phys. Rev. Lett. 111 (2013)	




 
 
   Geophysical astrophysical turbulence: input & output of energy 
 
   Pathways of energy flux to large scales or to small scales 
                                   
 
           An apparent energetic paradox: where does the energy go? 
 
            Oceanic data  
 
           Results from large direct numerical simulations 
 
   Conclusions & perspectives 
 





Turbulence  is 
observed from  

cosmological  to 
quantum scales,      

in vastly different 
physical conditions 

with, in some 
instances, sizable 
magnetic fields,  

and more … 
Slide after A. Celani	




Turbulence  is 
observed from  

cosmological  to 
quantum scales,      

in vastly different 
physical conditions 

with, in some 
instances, sizable 
magnetic fields,  

and more … 
Slide after A. Celani	
minimize oxygen gradients that may cause anisotropic streaming

of the oxytactic B. subtilis bacteria (2). To study the effects of
dimensionality and boundary conditions, experiments were per-
formed with two different setups: quasi-2D microfluidic chambers
with a vertical heightH less or equal to the individual body length
of B. subtilis (approximately 5 μm) and 3D chambers with
H ≈ 80 μm (SI Appendix, Figs. S6 and S8 and Movies S7–S10).
To focus on the collective dynamics of the microorganisms rather
than the solvent flow (24, 50), we determined the mean local
motion of B. subtilis directly using particle imaging velocimetry
(PIV; see also SI Appendix). A typical snapshot from a quasi-2D
experiment is shown in Fig. 2A. As evident from the inset, local
density fluctuations that are important in the swarming/flocking
regime (48, 49, 51) become suppressed at very high filling fractions
(SI Appendix, Fig. S5). The corresponding flow fields (Fig. 2B and
SI Appendix, Fig. S8) were used for the statistical analysis pre-
sented below.

Continuum Theory. The analytical understanding of turbulence
phenomena hinges on the availability of simple yet sufficiently
accurate continuum models (27). Considerable efforts have been
made to construct effective field theories for active systems (15–
17, 19, 31, 32, 52–54), but most of them have yet to be tested
quantitatively against experiments. Many continuum models dis-
tinguish solvent velocity, bacterial velocity and/or orientational
order parameter fields, resulting in a prohibitively large number
of phenomenological parameters and making comparison with
experiments very difficult. Aiming to identify a minimal hydro-
dynamic model of self-sustained meso-scale turbulence, we study
a simplified continuum theory for incompressible active fluids,
by focusing solely on the experimentally accessible velocity field
vðt; rÞ. By construction, the theory will not be applicable to re-
gimes where density fluctuations are large (e.g., swarming or
flocking), but it can provide a useful basis for quantitative
comparisons with particle simulations and experiments at high
concentrations.

We next summarize the model equations; a detailed motiva-
tion is given in SI Appendix. Because our experiments suggest that
density fluctuations are negligible (Fig. 2A) we postulate incom-
pressibility, ∇ · v ¼ 0. The dynamics of v is governed by an incom-
pressible Toner–Tu equation (15–17), supplemented with a Swift–
Hohenberg-type fourth-order term (45),

ð∂t þ λ0v · ∇Þv ¼ −∇pþ λ1∇v2 − ðαþ βjvj2Þvþ Γ0∇2v

− Γ2ð∇2Þ2v; [1]

where p denotes pressure, and general hydrodynamic considera-
tions (52) suggest that λ0 > 1; λ1 > 0 for pusher-swimmers like B.
subtilis (see SI Appendix). The ðα; βÞ-terms in Eq. 1 correspond to
a quartic Landau-type velocity potential (15–17). For α > 0 and
β > 0, the fluid is damped to a globally disordered state with
v ¼ 0, whereas for α < 0 a global polar ordering is induced. How-
ever, such global polar ordering is not observed in suspensions of
swimming bacteria, suggesting that other instability mechanisms
prevail (53). A detailed stability analysis (SI Appendix) of Eq. 1
implies that the Swift–Hohenberg-type ðΓ0; Γ2Þ-terms provide the
simplest generic description of self-sustained meso-scale turbu-
lence in incompressible active flow: For Γ0 < 0 and Γ2 > 0,
the model exhibits a range of unstable modes, resulting in turbu-
lent states as shown in Fig. 2D. Intuitively, the ðΓ0; Γ2Þ-terms de-
scribe intermediate-range interactions, and their role in Fourier
space is similar to that of the Landau potential in velocity space
(SI Appendix). We therefore expect that Eq. 1 describes a wide
class of quasi-incompressible active fluids. To compare the con-
tinuum model with experiments and SPR simulations, we next
study traditional turbulence measures.

Velocity Structure Functions. Building on Kolmogorov’s seminal
work (55), a large part of the classical turbulence literature (27,
34, 36–38, 40, 41) focuses on identifying the distribution of the
flow velocity increments δvðt; r; RÞ ¼ vðt; rþ RÞ − vðt; rÞ. Their
statistics is commonly characterized in terms of the longitudinal
and transverse projections, δv‖ ¼ R̂ · δv and δv⊥ ¼ T̂ · δv, where
T̂ ¼ ðϵijR̂jÞ denotes a unit vector perpendicular to the unit shift
vector R̂ ¼ R∕jRj. The separation-dependent statistical moments
of δv‖ and δv⊥ define the longitudinal and transverse velocity
structure functions

Sn
‖;⊥ðRÞ ≔ hðδv‖;⊥Þni; n ¼ 1; 2;…: [2]

These functions have been intensely studied in turbulent high-Re
fluids (27, 34, 35, 41) but are unknown for active flow. For
isotropic steady-state turbulence, spatial averages h·i as in Eq. 2
become time-independent, and the moments Sn

‖;⊥ reduce to func-
tions of the distance R ¼ jRj.

Velocity distributions, increment distributions, and structure
functions for our numerical and experimental data are summar-
ized in Fig. 3. For the SPR model, the velocity statistics can be
calculated either from the raw particle data or from pre-binned
flow field data. The two methods produce similar results,
and Fig. 3 shows averages based on individual particle velocities.
Generally, we find that both the 2D SPR model and the 2D con-
tinuum simulations are capable of reproducing the experimen-
tally measured quasi-2D flow histograms (Fig. 3 A and B) and
structure functions (Fig. 3C). The maxima of the even transverse
structure S2n

⊥ signal a typical vortex size Rv, which is substantially
larger in 3D bulk flow than in quasi-2D bacterial flow. Unlike
their counterparts in high-Re Navier–Stokes flow (27, 34), the
structure functions of active turbulence exhibit only a small re-
gion of power law growth for ℓ ≲ R ≪ Rv and flatten at larger
distances (Fig. 3C).

Fig. 2. Experimental snapshot (A) of a highly concentrated, homogeneous
quasi-2D bacterial suspension (see also Movie S7 and SI Appendix, Fig. S8).
Flow streamlines vðt; rÞ and vorticity fields ωðt; rÞ in the turbulent regime,
as obtained from (B) quasi-2D bacteria experiments, (C) simulations of the
deterministic SPR model (a ¼ 5, ϕ ¼ 0.84), and (D) continuum theory. The
range of the simulation data in D was adapted to the experimental field
of view (217 μm × 217 μm) by matching the typical vortex size. (Scale bars,
50 μm.) Simulation parameters are summarized in SI Appendix.
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Figure 1. (a) Snapshot of surface density at t = 8 over a 512 × 512 points subregion for
simulation HR. (b) LR, MR and HR spectra (continuous with high-wavenumber variance
increasing with resolution) of surface density variance (i.e. also surface KE) averaged over the
time interval [6.4 11.2]. The dashed line (resp. dotted) represents a −5/3 (resp. −3) slope.

related to the last term on the right-hand side of (2.12), that involves ageostrophic
variables. Given (2.9) the right-hand side of (2.11) and (2.12) are equal which yields

Πρ = Πu + Πa. (2.16)

The relation (2.16) states that the surface density variance and KE fluxes are due
to geostrophic advection (respectively Πρ and Πu); they differ by Πa which involves
the ageostrophic flow. The striking consequence of this last term, Πa , (as shown in
the next section) is that the spectral transfer properties of surface KE and of density
variance differ from each other despite (2.9).

3. Numerical simulations
3.1. Description

We have performed numerical simulations for an SQG turbulent eddy field in free
decay. The computation domain is doubly periodic. The numerics are based on the
model of Hua & Haidvogel (1986) modified to solve the SQG equations set. The
resolutions we employ are 5122 (LR), 10242 (MR) and 20482 (HR). Initial conditions

are constructed by specifying a φ̂0 field at the surface, with random phase angles and

amplitude given by |φ̂0
s |2(k, l) = K5/(K + ko)12. The wavenumber ko = 14 corresponds

to the KE peak. Dissipation involves a biharmonic operator and a coefficient adjusted
for each resolution to the minimal value for which no density variance accumulates
at small scale (by inspecting the spectra).

The numerical solutions exhibit the well-known features of SQG turbulence. In
the density field (figure 1a) small scales are energetic. This is due to frontogenesis
that intensifies the density gradients and to destabilization of filaments that leads to
numerous eddies having a diameter of around a dozen grid points. Consequently,
the density spectrum is quite flat, with a slope between −5/3 and −2 over one and
half decade (figure 1b). Note that this description and the analyses performed below
are for early times during which nonlinear interactions are rather strong (at a much
longer time our free-decay solutions evolve toward a state where the total energy is
diminished, surface spectra are steeper than −2, and nonlinear interactions are very
weak because large isolated eddies dominate the flow).

Capet, Klein, Hua, Lapeyre. McWilliams (2008),  
“Surface kinetic energy transfer in surface quasi-geostrophic flows”  
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   Resolution: 0.05 km/s, 3x107 x 10000 km (10”,10-2 pc) (IRAM) 

   Self-similarity of shear layers from 800 mpc to 6 mpc  
Fig. 1. Left: Integrated intensity map (K km s−1, T ∗

A
scale) smoothed to 15′′. The white dashed boxes show the areas used to build the average p − v

cuts (right panels). The blue rectangle (dashed line) delineates the previous field of Paper I. Right: p − v cuts in the 3 boxes shown in left panel
(T ∗
A
scale, distance measured in ′′ with arbitrary origin). The line CV are shown in red.

which was observed in two orthogonal scanning directions to
minimize striping due to gain or atmosphere variations. The final
map encompasses the fields successively observed by Falgarone
et al. (1998) and in Paper I shown as a dashed box in Fig.1 and
is ∼ 2 × 1 pc at the adopted distance of the source (150 pc).
Data were acquired in the powerful on-the-fly (OTF) frequency-
switched mode (4′′ s−1 scanning velocity, 1s time sampling, 4′′

spatial sampling in both directions, 13.8 MHz frequency throw),
using the VESPA autocorrelator facility as backends. A total of
1.5×106 raw spectra was recorded in 80 hours of telescope time
with a spectral resolution of 0.05 km s−1. Data were reduced
with the new CLASS90 software optimized for OTF (Hily-Blant
et al. 2005). The instrumental response was canceled by sub-
tracting linear baselines to each original spectrum, which were
then convolved by a Gaussian kernel (1/3HPBW) and gridded
on a regular grid with 0.5HPBW sampling. The final data cube
was then smoothed to 15′′ and 0.1 km s−1 resolutions to improve
the signal-to-noise ratio. The typical rms in each final pixel is
1σ = 0.5 K in 0.1 km s−1 channels.

3. Results

3.1. Space and velocity maps

The 12CO(2 − 1) integrated emission is displayed in Fig. 1 (left
panel) with three position-velocity (p − v) diagrams (right pan-
els) made along the NE-SW boxes shown. A sharp variation of
velocity, from ∼ −3 km s−1 to ∼ −5 km s−1 (from NE to SW)
occurs over a layer thinner than a few 100′′ in projection. Fig.2
that displays the integrated emission in two adjacent velocity in-
tervals, at high (HV) [-3.5, -0.5] km s−1 and low velocity (LV)
[-6.5, -3.5] km s−1, stresses a remarkable characteristic of that
field: the edges of the LV and HV components follow each other
closely in projection over more than ∼ 1 pc. It is then most un-
likely that they be unrelated pieces of gas along the line of sight:
they have to be in contact.

The second remarkable characteristic of that field is the fol-
lowing: while the emissions in the LV and HV components are
extended, their spatial overlap (the pink areas of Fig.2, also ex-
emplified in the p − v diagrams) is limited to narrow filamen-
tary regions in projection. It is most visible between δ = 87◦45′

and 88◦ (thus over ∼ 1 pc) where it does not split into several
substructures. Now, if the LV and HV components were parsec-
scale volumes, their interface would appear thin over ∼ 1 pc
only if viewed edge-on (within ±5◦ for a projected size less than
one tenth of its real size), a case that we rule out on statistical
grounds. We therefore infer that the 12CO(2 − 1) HV and LV
components are layers rather than volumes and that their inter-
face is 1-dimensional rather than 2-dimensional. This ensures
that under any viewing angle the two extended velocity compo-
nents present a narrow interface.

The slope of the variations of the line CV drawn on the p− v
diagrams provides a measurement of the velocity shear between
the two components. On each cut shown, there is an average
shear of ≈ 13 km s−1 pc−1 (a velocity variation of 2 km s−1 over
≈ 0.15 pc). Steeper slopes are also visible and locally provide
higher shears up to 30 km s−1 pc−1 (1 km s−1 over 0.03 pc) in
the middle cut. These values are more than one order of mag-
nitude larger (within the uncertainties due to projections) than
the average value of 1 km s−1 pc−1 estimated at the parsec scale
in molecular clouds (Goldsmith & Arquilla 1985). The velocity
field therefore significantly departs, at small scales, from pre-
dictions based on the generally adopted scaling laws in molec-
ular clouds. If velocity fluctuations over a scale l increase as
δvl ∝ l1/2, velocity-shears should increase by no more than
331/2 ≈ 5.7 between 1 pc and 0.03 pc.

A closer inspection of the p − v diagrams shows that (i)
the sharpest variations of the line CV occur between two line-
wings appearance (above −2.0 km s−1 for the HV wing and be-
low −5.5 km s−1 for the LVwing), (ii) the separation between the
LV and HVwings steepens from top (0.1 pc) to bottom (0.03 pc),
and (iii) the layer of largest velocity shear coincides with the lane
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Figure 6. Anemograph trace for Bellambi Point on 26 December 1996 (wind speed in knots), taken from Batt and
Leslie (1998), Fig. 7.

We can see from Figure 1 and Figure 2 that there is coherent large scale organisation in the flow, such as the cloud
band with waves extending SW to NE across the Atlantic. There is also a region of regular cellular convection south
of Iceland, and, in Figure 2, a regular gravity wave-train extending across Ireland and Scotland. It is well-known
that many different types of organisation are possible, depending on the atmospheric state and the space and time-
scales examined.

Figure  7. Daily sea-level pressure maps for December 1999, from Weather Log (Royal Meteorological Society).

In operational medium-range forecasting, the prime job is to predict the coherent motions associated with weather
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L
10 λ
100 η

Figure 1
Intense vorticity isosurfaces showing the region |ω| > ⟨ω⟩ + 4σω in direct numerical simulation with 40963

grid points and Rλ = 1131, where ω is the vorticity and ⟨ω⟩ and σω are the mean and standard deviation of
|ω|. The size of the display domain is 12267η × 12267η, periodic in the vertical and horizontal directions.
The black bars at the bottom indicate the integral length scale L ≡ π/(2U2)

∫ ∞
0 E(k)/kdk, the Taylor

microscale λ, and the Kolmogorov length scale η ≡ ν3/4/⟨ε⟩1/4, where E(k) is the energy spectrum
normalized so that

∫ ∞
0 E(k)dk = E. The field consists of clouds of a large number of small eddies and void

regions. Intermittency is observed from large to small scales.

1991; Vincent & Meneguzzi 1991; Yamamoto & Hosokawa 1988). Figure 1 shows regions of
intense vorticity in DNS-ES at the Taylor-microscale Reynolds number Rλ ≡ Uλ/ν = 1131,
where λ is the Taylor microscale defined by λ ≡ (15νU2/⟨ε⟩)1/2, ν is the kinematic viscosity, ⟨ε⟩ is
the mean rate of the kinetic energy dissipation per unit mass, and 3U2/2 = E is the kinetic energy
per unit mass of the fluctuating velocity.
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5

FIG. 3: (Color online) Visualization of the buoyancy b in runs with 5123 grids, for Re ⇡ 8000, Fr = 0.11, and Ro = 0.40 (left)
and for the same Re, Fr = 0.025, and Ro = 0.05 (right). The vertical direction is indicated by the blue arrow; dark (blue) and
light (green) strata represent respectively positive and negative variations in b around its mean, with sizable fluctuations and
structuring, and with more turbulent eddies at higher Froude number.

TABLE I: List of runs analyzed in this paper with some characteristics parameters: run number nR, resolution np, Reynolds Re,
Froude Fr and Rossby Ro numbers; ratio EP /EV , ratio

⌦
w2

↵
/
⌦
u2
?
↵
, enstrophy ZV , ratio ZP /ZV where ZP is the potential

enstrophy (see get), H? at peak of enstrophy Tp (or we could put the maximum time of the run), [... skewness Sk?,
Flatness?, Kolmogorov (dissipative0 scale ⌘? ...] A star in the “in” column indicates points that are in the scatter plot
with N/f < 3, and two stars for those in the plot with RB < 20 or RR < 20. [OR? AND?]

nR np Re Fr Ro EP /EV

⌦
w2

↵
/
⌦
u2
?
↵

ZV ZP /ZV H? Tp in Remarks
1 256 2048 0.03 2.06 5.71 4.53 12920 1.26 157 – * –
2 256 256 – 2.07 5.59 4.60 12857 1.22 –
3 256 2048 0.03 2.06 5.71 4.53 12920 1.26 157
4 256 256 – 2.07 5.59 4.60 12857 1.22 –
5 256 2048 0.03 2.06 5.71 4.53 12920 1.26 157
6 256 256 – 2.07 5.59 4.60 12857 1.22 –

We thus conclude that the production of helicity in
strongly rotating stratified turbulence is directly propor-
tional to N/f , and results from a balance between ro-
tation and stratification. In the limit of f ! 1 (no
stratification), helicity is exactly conserved; in the limit
of N ! 1, helicity can again be created by the flow, but
in the balance, dissipation also plays a role [32]. In other
words, as N/f (proportional to the Rossby deformation
radius) increases, stratification dominates and the Corio-
lis force is no longer available to balance gravity, although
in this case another balance involving dissipation may be
written instead, which describes well the preservation of
helicity [32]. Indeed, dissipation is known to play a role
in the overall dynamics, e.g., in the changes of potential
vorticity once gravity waves start to break [33]. Finally, it
is interesting that N/f scaling has also been advocated,
for example, in the context of statistical mechanics of

non-dissipative geophysical flows [34].

B. Beyond geostrophy

Geostrophic balance is just the beginning of the story,
the assumptions (of stationarity, zero non-linearities and
no dissipation) being of course unrealistic for geophysical
and astrophysical flows. For example, it is known that in
three-dimensional turbulence without waves, the rate of
energy dissipation can be evaluated phenomenologically
as ✏

V

⇠ U3
0 /L0, no matter how high the Reynolds num-

ber; this has been demonstrated using highly-resolved di-
rect numerical simulations [35] up to grids of 40963 points
(for the case of a coupling to a magnetic field, in which
case Alfvén waves are present and interact with the flow,
see [36] in two dimensions (2D), and [37] in 3D).

Fr ~ 0.11, Ro ~ 0.4, 	

RB ~ 100, N/f ~ 3.6	


   Temperature,              Re ~ 8000, 5123 grids,                    RB = ReFr2 	


Rendering using Vapor (NCAR freeware)                                         Marino et al., 2013 

Fr ~ 0.025, Ro ~ 0.05, 	

RB ~ 5, N/f = 2	




5

FIG. 3: (Color online) Visualization of the buoyancy b in runs with 5123 grids, for Re ⇡ 8000, Fr = 0.11, and Ro = 0.40 (left)
and for the same Re, Fr = 0.025, and Ro = 0.05 (right). The vertical direction is indicated by the blue arrow; dark (blue) and
light (green) strata represent respectively positive and negative variations in b around its mean, with sizable fluctuations and
structuring, and with more turbulent eddies at higher Froude number.
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Flatness?, Kolmogorov (dissipative0 scale ⌘? ...] A star in the “in” column indicates points that are in the scatter plot
with N/f < 3, and two stars for those in the plot with RB < 20 or RR < 20. [OR? AND?]
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5 256 2048 0.03 2.06 5.71 4.53 12920 1.26 157
6 256 256 – 2.07 5.59 4.60 12857 1.22 –

We thus conclude that the production of helicity in
strongly rotating stratified turbulence is directly propor-
tional to N/f , and results from a balance between ro-
tation and stratification. In the limit of f ! 1 (no
stratification), helicity is exactly conserved; in the limit
of N ! 1, helicity can again be created by the flow, but
in the balance, dissipation also plays a role [32]. In other
words, as N/f (proportional to the Rossby deformation
radius) increases, stratification dominates and the Corio-
lis force is no longer available to balance gravity, although
in this case another balance involving dissipation may be
written instead, which describes well the preservation of
helicity [32]. Indeed, dissipation is known to play a role
in the overall dynamics, e.g., in the changes of potential
vorticity once gravity waves start to break [33]. Finally, it
is interesting that N/f scaling has also been advocated,
for example, in the context of statistical mechanics of

non-dissipative geophysical flows [34].

B. Beyond geostrophy

Geostrophic balance is just the beginning of the story,
the assumptions (of stationarity, zero non-linearities and
no dissipation) being of course unrealistic for geophysical
and astrophysical flows. For example, it is known that in
three-dimensional turbulence without waves, the rate of
energy dissipation can be evaluated phenomenologically
as ✏

V

⇠ U3
0 /L0, no matter how high the Reynolds num-

ber; this has been demonstrated using highly-resolved di-
rect numerical simulations [35] up to grids of 40963 points
(for the case of a coupling to a magnetic field, in which
case Alfvén waves are present and interact with the flow,
see [36] in two dimensions (2D), and [37] in 3D).

Fast growth of large scales in rotating stratified turbulence

Fig. 1: (Colour on-line) Three-dimensional visualizations of the buoyancy θ in 1/8 of the entire volume for two 10243 runs at
late times. Fr = 0.04, with no rotation (f = 0, left) and with N/f = 2 (middle); in the former case, one sees layers which are
thinner than the forcing length, whereas large-scale growth is detectable on the right, corresponding to an inverse cascade of
energy. Dark colour (blue and red) corresponds to positive values of θ, and light colour (green and yellow) to negative values
of θ. On the right is a top view in the entire box of regions with large horizontal kinetic-energy density (u2+ v2)/2, for N/f = 2
and Fr = 0.04, showing the existence of large-scale structures which do not have the full depth of the box. The depth of these
eddies is ≈ 1/8 of the total box depth.

can either increase in time, or stabilize around a turbulent-
steady-state value. In all the runs, the flow is left to
evolve for at least 35 turnover times computed at the
forcing scale, τNL =LF /UF (with UF =

√

kFEV (kF ) the
r.m.s. velocity at the forcing scale), and up to 130 turnover
times in some cases.
Altogether, seventeen runs were performed, all of them

but three on grids of n3p = 512
3 points, with kF ∈ [22, 23]

and ν = 2.73× 10−4, whereas kF ∈ [40, 41] for the three
n3p = 1024

3 runs and ν = 1.4× 10−4. These choices for the
forcing wave number allow for sufficient scale separation to
study the inverse-cascade scaling. All runs have Re≈ 1000,
and N/f = 0 (with N = 0), 1/4, 1/2, 3/2, 2, 3, 4, 7, or ∞
(with f = 0). These runs can be further divided into two
sets: runs with constant Rossby number (Ro≈ 0.08), and
runs with constant Froude number (Fr≈ 0.04).

Results. – In fig. 1 we show a perspective volume
rendering of the buoyancy θ in 1/8 of the whole volume for
two runs on grids of 10243 points, at late times. On the left
is the flow without rotation (f = 0), and the main struc-
ture here is the layering of the buoyancy at a scale smaller
than that of the forcing (possibly at the buoyancy scale).
In the presence of rotation (middle, N/f = 2), larger-scale
fluctuations are clearly observed that grow in time. On the
right is given a top view of the horizontal energy density
at the same time for the rotating stratified run. The entire
box is shown, with the horizontal energy density only
rendered for a depth of ≈ 1/8 of the box (regions with low-
energy density are transparent, so the structures can be
seen at different depths). Large-scale columnar eddies with
little variation in the vertical are visible, but the depth
of these structures is ≈ 1/8 of the box (i.e., the vertical
correlation length is smaller than 2π).

The difference between these two runs is further
confirmed by the examination of the temporal evolution
of kinetic energy, as well as of the total energy and
integral scales in the flow. As an example, fig. 2 (top)
shows the time evolution of EV for several runs with
N/f = 0, 1/2, 2, and 4, all with Ro≈ 0.08, plus one in the
purely stratified case (f = 0 and Fr≈ 0.04). The unit of
time is the eddy turn-over time τNL at the forcing scale
in each specific run. Note that the early-time variations
(t/τNL < 1) are dominated by stratification, as already
found using, e.g., RDT [31]. The run with pure stratifica-
tion shows no energy growth even after being continued
for 130 turnover times. On the other hand, for various
values of N/f , including in the purely rotating case, a
growth is obtained after an initial adjustment phase,
and at different rates, as already found in [22,27,30] for
N/f ! 1. Note that runs with N/f = 1/2 and 2 grow
with similar rates (highlighted by the shaded region in
the plot), while the run with pure rotation grows at a
slower pace. Similar results are obtained when studying
the evolution of the integral scale as a function of time.
The overall data set is best represented by examining

scatter plots. In fig. 2 (bottom) we also show the mean
value of σ=dEV /dt averaged for 10" t/τNL " 30. The
runs with 1/2"N/f " 2 show the fastest growth; σ decays
monotonically for N/f > 2 and is close to zero or becomes
negative in the runs with f = 0.
To understand the reason for these differences, we

consider the flux of kinetic energy from 3D modes to 2D
modes,

Π3D→2D =

∫∫

[

û∗k ·
̂(u ·∇u)k

]

k∥=0
dkxdky +c.c., (5)
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Fast growth of large scales in rotating stratified turbulence

Fig. 1: (Colour on-line) Three-dimensional visualizations of the buoyancy θ in 1/8 of the entire volume for two 10243 runs at
late times. Fr = 0.04, with no rotation (f = 0, left) and with N/f = 2 (middle); in the former case, one sees layers which are
thinner than the forcing length, whereas large-scale growth is detectable on the right, corresponding to an inverse cascade of
energy. Dark colour (blue and red) corresponds to positive values of θ, and light colour (green and yellow) to negative values
of θ. On the right is a top view in the entire box of regions with large horizontal kinetic-energy density (u2+ v2)/2, for N/f = 2
and Fr = 0.04, showing the existence of large-scale structures which do not have the full depth of the box. The depth of these
eddies is ≈ 1/8 of the total box depth.

can either increase in time, or stabilize around a turbulent-
steady-state value. In all the runs, the flow is left to
evolve for at least 35 turnover times computed at the
forcing scale, τNL =LF /UF (with UF =
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kFEV (kF ) the
r.m.s. velocity at the forcing scale), and up to 130 turnover
times in some cases.
Altogether, seventeen runs were performed, all of them

but three on grids of n3p = 512
3 points, with kF ∈ [22, 23]

and ν = 2.73× 10−4, whereas kF ∈ [40, 41] for the three
n3p = 1024

3 runs and ν = 1.4× 10−4. These choices for the
forcing wave number allow for sufficient scale separation to
study the inverse-cascade scaling. All runs have Re≈ 1000,
and N/f = 0 (with N = 0), 1/4, 1/2, 3/2, 2, 3, 4, 7, or ∞
(with f = 0). These runs can be further divided into two
sets: runs with constant Rossby number (Ro≈ 0.08), and
runs with constant Froude number (Fr≈ 0.04).

Results. – In fig. 1 we show a perspective volume
rendering of the buoyancy θ in 1/8 of the whole volume for
two runs on grids of 10243 points, at late times. On the left
is the flow without rotation (f = 0), and the main struc-
ture here is the layering of the buoyancy at a scale smaller
than that of the forcing (possibly at the buoyancy scale).
In the presence of rotation (middle, N/f = 2), larger-scale
fluctuations are clearly observed that grow in time. On the
right is given a top view of the horizontal energy density
at the same time for the rotating stratified run. The entire
box is shown, with the horizontal energy density only
rendered for a depth of ≈ 1/8 of the box (regions with low-
energy density are transparent, so the structures can be
seen at different depths). Large-scale columnar eddies with
little variation in the vertical are visible, but the depth
of these structures is ≈ 1/8 of the box (i.e., the vertical
correlation length is smaller than 2π).

The difference between these two runs is further
confirmed by the examination of the temporal evolution
of kinetic energy, as well as of the total energy and
integral scales in the flow. As an example, fig. 2 (top)
shows the time evolution of EV for several runs with
N/f = 0, 1/2, 2, and 4, all with Ro≈ 0.08, plus one in the
purely stratified case (f = 0 and Fr≈ 0.04). The unit of
time is the eddy turn-over time τNL at the forcing scale
in each specific run. Note that the early-time variations
(t/τNL < 1) are dominated by stratification, as already
found using, e.g., RDT [31]. The run with pure stratifica-
tion shows no energy growth even after being continued
for 130 turnover times. On the other hand, for various
values of N/f , including in the purely rotating case, a
growth is obtained after an initial adjustment phase,
and at different rates, as already found in [22,27,30] for
N/f ! 1. Note that runs with N/f = 1/2 and 2 grow
with similar rates (highlighted by the shaded region in
the plot), while the run with pure rotation grows at a
slower pace. Similar results are obtained when studying
the evolution of the integral scale as a function of time.
The overall data set is best represented by examining

scatter plots. In fig. 2 (bottom) we also show the mean
value of σ=dEV /dt averaged for 10" t/τNL " 30. The
runs with 1/2"N/f " 2 show the fastest growth; σ decays
monotonically for N/f > 2 and is close to zero or becomes
negative in the runs with f = 0.
To understand the reason for these differences, we

consider the flux of kinetic energy from 3D modes to 2D
modes,

Π3D→2D =

∫∫

[
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Fig. 2: (Colour on-line) Top: kinetic energy as a function of time
for runs withN/f = 0, 1/2, 2, and 4 (all with the same Ro), and
for a purely stratified run (f = 0). Note the growth of energy
after t/τNL ≈ 5 in all runs except in the latter. In several runs
with stratification the energy grows faster than in the purely
rotating case (N = 0). The gray band indicates an average slope
observed in the runs with 1/2!N/f ! 2, and highlights runs in
which the energy grows faster. Bottom: growth rate σ of EV (t)
as a function of N/f for all runs. Empty symbols correspond
to 5123 runs, and filled symbols to 10243 runs. Triangles (red)
have constant Ro, while squares (black) have constant Fr. The
gray band indicates the range 1/2!N/f ! 2, where the energy
grows faster. The dashed vertical line indicates a cut in the
data, since there are no data points for N/f > 7, except for the
point with f = 0 (no rotation).

where the hat denotes Fourier transform, the brackets
indicate the integrand is evaluated at k∥ = 0, and the
complex conjugate (c.c.) of this integral is added to get
a real quantity. When positive, Π3D→2D gives the amount
of energy transferred from 3D modes to 2D modes per unit
of time, and the direction of the transfer is reversed when
Π3D→2D is negative. As the flux has units of energy per
unit of time, we can build an inverse transfer time as

1

T3D→2D
=
Π3D→2D
U2F

, (6)

and a dimensionless transfer time as τNL/T3D→2D. The
quantity in eq. (6) is signed, with the sign indicating
the direction of the transfer, and when larger it indicates
the transfer is faster (i.e., the transfer time is shorter).
The dimensionless transfer time for all the runs is plotted
as a function of N/f in fig. 3 after averaging over 20
turnover times (for all the runs, τNL/T3D→2D remains
approximately constant in time).
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Fig. 3: (Colour on-line) Normalized flux of kinetic energy from
3D modes to 2D modes, as a function of N/f for all the
runs. When normalized, the flux corresponds to a dimensionless
inverse transfer time from the 3D to the 2D modes. Empty
symbols correspond to 5123 runs, and filled symbols to 10243

runs. Runs with 1/2!N/f ! 2 (shaded region) have maximum
transfer of energy towards the 2D modes (larger than the run
with pure rotation, corresponding to N/f = 0), while runs with
N/f " 7 have negative transfer (i.e., energy goes towards the
3D modes). The inset shows the same inverse transfer time as
a function of the efficiency of the inverse cascade Γ (see text
for definition) in all the runs. Runs in the 1/2!N/f ! 2 range
are indicated by diamonds, and have the largest efficiencies.

Runs with 1/2!N/f ! 2 show the fastest transfer
of energy to 2D modes (larger than in the run with
pure rotation). For N/f > 2, τNL/T3D→2D decreases, and
becomes negative (i.e., energy goes from 2D modes to
3D modes) in the purely stratified case. This indicates
that the inverse cascade in rotating and stratified flows
is associated with a build-up of energy in 2D modes, and
that rotation plays an important role in this transfer.
This conclusion is confirmed by the correlation in the

growth behavior between kinetic energy (see σ as a
function of N/f in fig. 2) and τNL/T3D→2D. The inset in
fig. 3 shows τNL/T3D→2D as a function of Γ= σ/ϵ; Γ is a
rescaled kinetic-energy growth which we call “efficiency”
for short; it is based on σ normalized by the total amount
of energy injected in the system, ϵ. The most efficient
inverse cascade is for N/f = 1/2 (with Γ≈ 0.86). Indeed,
although rotation is necessary to get τNL/T3D→2D > 0,
moderate stratification helps the inverse cascade (the
purely rotating run, with N/f = 0, has Γ≈ 0.19).
The faster growth of large-scale structures in the runs

with 1/2!N/f ! 2 (and the associated faster transfer
of energy towards 2D modes) is likely due to the fact
that, in the presence of stratification, the flow is less
anisotropic, with k⊥ and k∥ both being populated by the
linear (and non-linear) interactions. Note that the range
1/2!N/f ! 2 also corresponds to the range of parameters
in rotating and stratified flows for which triadic wave
resonances are non-existent [27]. For the case N/f = 1,

44006-p4



Two dimensional fluid dynamics 
Laboratory experiment  

	

P. Tabeling / Physics Reports 362 (2002) 1–62 33

0.1

1

10

0.1 1
E

 (
 k

 ,
 t

 )

k / 2π  (cm
-1

)

final

transient

initial

( a )

Fig. 32. Energy spectrum determined along a linear array of electrodes in a magnetohydrodynamic experiment.

Fig. 33. Energy spectrum obtained in a physical experiment where the !ow is driven by electromagnetic forces.

Fig. 34. Two-dimensional energy spectrum obtained in a physical experiment where the !ow is driven by electro-
magnetic forces.
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Fig. 54. Vorticity !eld observed in a physical experiment in the condensation regime; a localized vortex sits at the
center of the box; this has been observed by Paret et al. (1996).
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Fig. 56. Energy spectrum in the condensation regime, obtained in a physical experiment (Paret et al., 1996).
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Figure 1 | Structure of turbulence in the double layer configuration.
Turbulence is forced electromagnetically by the array of magnetic dipoles,
lf =9mm, in the top layer of electrolyte (ht = 7mm) resting on the 4 mm
layer of non-conducting heavier liquid (Fluorinert). Particle streaks are
filmed in the horizontal x–y plane with an exposure time of 2 s (a,c) and in
the vertical z–y plane with an exposure time of 1 s (b,d) during the
development of the large scale vortex. Images (a,b) correspond to the time
interval centred around t= 5 s after the flow forcing is switched on; (c,d)
correspond to t= 20 s. The size of the horizontal plane box is 120mm. The
spectrum of the steady flow (e) and the third-order structure function S3L
(f) are dominated by the contribution from the large coherent vortex (c),
which develops as a result of turbulence spectral condensation. Subtraction
of the mean velocity field reveals the spectrum (g) and S3L (h), which are
similar to those in quasi-2D turbulence.

and is not a linear function of r (Fig. 1f). The subtraction of the1

mean vortex flow reveals positive S3, which is a linear function2

of r , in agreement with equation (1) (Fig. 1h). The slope of that3

linear dependence gives the value of the upscale energy flux,4

⇤ ⌅ 1.8⇥ 10�6 m2 s�3. This value was independently verified by5

the energy balance analysis, as described in ref 13: ⇤ is compared6

with the large-scale flow energy dissipation rate ⇤d. For the present7

experiment this agreement is within 10%.8

The results of Fig. 1 indicate that, contrary to expectations,9

turbulence in a thick layer (ht/lf ⌅0.78) supports the inverse energy10

cascade, as evidenced by the S3 result and also by the generation of11

the strong spectral condensate fed by the cascade. Similar results 12

are obtained in even thicker layers, up to ht = 12mm, or h/lf ⌅ 1.3. 13

Strong spectral condensates, the energy of which constitutes above 14

90%of the total flow energy, are observed in those cases. 15

After the development of the condensate, particle streaks are 16

almost planar, at least in the statistical sense (Fig. 1d). Thus, 17

there must be a mechanism through which the vortex secures 18

its energy supply by suppressing vertical motions and enforcing 19

planarity. To investigate the effect of a large flow on 3D turbulent 20

motion, we perform experiments in a single layer of electrolyte, 21

h = 10mm, with a much larger boundary, L = 300mm, to avoid 22

spectral condensation. In this case the large-scale vortex is imposed 23

externally. The timeline of the experiment is shown schematically 24

in Fig. 2a. First, turbulence is excited. Then a large vortex (150mm 25

diameter) is imposed on it by placing a magnetic dipole 2mm 26

above the free surface. After the large magnet is removed, the 27

vortex decays, while turbulence continues to be forced. As the 28

magnet blocks the view, the measurements are performed during 29

the turbulence stage and during the decay of the vortex. 30

Figure 2b shows the profiles ⇧V
z

⌃rms(z) of the vertical velocity 31

fluctuations, measured using defocusing PIV. Before the vortex 32

is imposed, vertical fluctuations are high, ⇧V
z

⌃rms ⌅ 1.6mm s�1. 33

When the vortex is present, they are reduced by a factor of about 34

four, down to ⇧V
z

⌃rms ⌅ 0.4mm s�1. This is also confirmed by the 35

direct visualization of the flow in the vertical z–y plane. Particle 36

streaks are shown in Fig. 2c–e. Strong vertical eddies are seen in 37

the turbulence stage, before the vortex is imposed (Fig. 2c). Shortly 38

after the large magnet is removed, at t–t0 = 1 s, the streaks show no 39

vertical excursions. As the large vortex decays, the 3D eddies start to 40

reappear near the bottom (Fig. 2e). 41

We also study the statistics of the horizontal velocities. The 42

kinetic energy spectra and the third-order moments are shown 43

in Fig. 2f–h. For turbulence without the vortex, the spectrum is 44

substantially flatter than k

�5/3 (Fig. 2f). After the large vortex is 45

imposed, the spectrum shows a strong peak at low wavenumbers. 46

However, the mean subtraction recovers the k�5/3 2D spectrum, as 47

shown in Fig. 2g. The third-order moment undergoes an evenmore 48

pronounced change after the imposition of the large vortex: S3L 49

computed after themean subtraction ismuch larger than during the 50

turbulence stage, and it is a positive linear function of r , Fig. 2h, just 51

as in the case of the double-layer experiment. Thus the imposed flow 52

enforces planarity and strongly enhances the inverse energy flux. 53

The strong suppression of vertical eddies in the presence of an 54

imposed flow must be due to the vertical shear ⌅LS = d⇧Vh⌃/dz , 55

which destroys vertical eddies for which the inverse turnover time 56

is less than ⌅LS. This shear is obtained from the z-profiles of the 57

horizontal velocitymeasured using defocusing PIV. In a single-layer 58

experiment, the averaged shear of the horizontal velocity due to the 59

presence of the strong imposed vortex is⌅LS ⌅ 1.6 s�1. Such a shear 60

is sufficient to suppress vertical eddies with inverse turnover times 61

⇥�1 ⇤⇧V
z

⌃rms/h⌅ 0.16 s�1. In the spectrally condensed turbulence, 62

an inverse energy cascade is sustained in layers that are substantially 63

thicker than are possible in unbounded turbulence. A possible 64

reason for this is also the shear suppression of the 3D vortices. Here 65

the vertical shear is lower, ⌅LS ⌅ 0.5 s�1, yet it substantially exceeds 66

the inverse turnover time for the force-scale vortices in the double- 67

layer experiment, ⇥�1 ⇤⇧V
z

⌃rms/h⌅ 0.06 s�1. One might think that 68

the pronounced change in the flow field in the presence of the 69

large vortex is due to the global fluid rotation. However, the Rossby 70

numbers in the reported experiments are larger (especially in the 71

double layer experiment, Ro>3) than those at which quasi-2D flow 72

properties were observed in rotating tanks (Ro<0.4; ref. 16). 73

The suppression of vertical motions by the shear flow and the 74

onset of the inverse cascade observed in this experiment may be 75

relevant for many natural and engineering applications. In the solar 76

tachocline17, a thin layer between the radiative interior and the 77
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Figure 1 | Structure of turbulence in the double layer configuration.
Turbulence is forced electromagnetically by the array of magnetic dipoles,
lf =9mm, in the top layer of electrolyte (ht = 7mm) resting on the 4 mm
layer of non-conducting heavier liquid (Fluorinert). Particle streaks are
filmed in the horizontal x–y plane with an exposure time of 2 s (a,c) and in
the vertical z–y plane with an exposure time of 1 s (b,d) during the
development of the large scale vortex. Images (a,b) correspond to the time
interval centred around t= 5 s after the flow forcing is switched on; (c,d)
correspond to t= 20 s. The size of the horizontal plane box is 120mm. The
spectrum of the steady flow (e) and the third-order structure function S3L
(f) are dominated by the contribution from the large coherent vortex (c),
which develops as a result of turbulence spectral condensation. Subtraction
of the mean velocity field reveals the spectrum (g) and S3L (h), which are
similar to those in quasi-2D turbulence.
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We also study the statistics of the horizontal velocities. The 42
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the pronounced change in the flow field in the presence of the 69
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numbers in the reported experiments are larger (especially in the 71

double layer experiment, Ro>3) than those at which quasi-2D flow 72

properties were observed in rotating tanks (Ro<0.4; ref. 16). 73

The suppression of vertical motions by the shear flow and the 74

onset of the inverse cascade observed in this experiment may be 75

relevant for many natural and engineering applications. In the solar 76
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various aspect ratio  
of a box and 2D forcing: 
 
Progressive apparition of 
inverse cascade of energy 
(Celani et al. 2012) 
 
Also: rotation (Deusebio et al. 2014) 
Also: stratification (Sonza et al. 2014) 



§  …  the cascade splitting described above, i.e., coexistence of 3D* and 
2D* turbulence, should take place whenever the flow is confined in one 
direction, be it by material boundaries or by any other physical 
mechanism of dimensional reduction, e.g., stable stratification *. 

                                                                                  * together with rotation 
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  2D: to-large-scale  energy flux (``cascade’’) 
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Celani et al. (2010), in the 
context of isotropic turbulence: 

crease in R!!
in run B to the value quoted above in the first

five turnover times, both R! and R!!
keep growing slowly as

! and !! slowly increase. On the other hand, a Taylor
Reynolds number based on the parallel scale for run B,
R!!

=U!! /", stays approximately constant after t=10. Note
that these values are larger than the typical values considered
in experiments with similar Rossby numbers "see e.g., Ref.
26#. This is the result of the large spatial resolution used in
the simulations, which allows us to study flows at larger
Reynolds numbers than what is often considered.

Yet another measure of small scale spectral anisotropy is
given by the Shebalin angles,38
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These angles measure the spectral anisotropy level, with the
case tan2"##=2 corresponding to an isotropic flow. As the
previous quantities, they only give a global measure of
small-scale anisotropy and are a byproduct of the axisym-
metric energy spectra "see Refs. 11 and 23#. Figure 6 shows
the time evolution of the angles based on the energy and on
the helicity. The helicity at small scales is again more isotro-
pic than the energy. However, unlike the previous quantities,
the Shebalin angles grow fast and then saturate in both cases,
reaching a steady state after ten turnover times.

Finally, the amount of energy and helicity in two-
dimensional modes can be measured with the ratios
E"k! =0# /E and H"k! =0# /H "see Fig. 7#. Again, the spectral
distribution of energy is more anisotropic than for helicity.
Note that at late times a substantial fraction of the energy is
in modes with k! =0; at t%29 near 95% of the energy is in
those modes, while less than 75% of the helicity is in the
same modes. All these results indicate that the distribution of
energy is more anisotropic than that of helicity at all scales.
As will be discussed next, this is due to the fact that helicity
only suffers a direct cascade and is therefore transported in
spectral space to smaller scales which are more isotropic.

IV. SPECTRAL BEHAVIOR

Figure 8 shows the isotropic energy and helicity spectra
in run A. The run, with negligible rotation effects, displays
the usual Kolmogorov scaling in the inertial range of the
energy and the helicity, with a dual cascade of both quanti-
ties toward small scales. As in many simulations of three-
dimensional isotropic and homogeneous turbulence, the short
inertial range is followed by a bottleneck "which makes the
spectra slightly shallower# and then by a dissipative range.
The dual cascade toward smaller scales is further confirmed
by examination of the energy and helicity fluxes "inset of
Fig. 8# which are both positive and constant across the iner-
tial range to the right of the forcing wave number. At wave
numbers smaller than kF, both fluxes are negligible. The
small amount of energy and helicity observed in the spectra
at those wave numbers is the result of backscatter, not of a
cascade, and the energy in the large scales displays a slope
compatible with a &k2 scaling "see e.g., Refs. 39 and 40#.

The energy and helicity spectra and fluxes at late times
in run B at Ro=0.06 are shown in Fig. 9. An inverse cascade
of energy develops, as evidenced in the spectrum by the pile
up of energy at scales larger than the forcing, and in the
energy flux by a range of wave numbers with nearly constant
and negative transfer. However, unlike two-dimensional
turbulence,41 not all the energy injected in the system under-

FIG. 6. Shebalin angles based on the energy "solid# and helicity spectra
"dashed# as a function of time in run B.

FIG. 7. Ratios E"k! =0# /E "solid line# and H"k! =0# /H "dash line# as a func-
tion of time in run B.

FIG. 8. Isotropic energy spectrum "solid# and helicity spectrum "dashed#
normalized by the forcing wave number in run A with Ro=8.5. Kolmogorov
scaling is shown as a reference. The inset gives the isotropic energy flux,
and the helicity flux normalized by the forcing wave number.
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pic than the energy. However, unlike the previous quantities,
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distribution of energy is more anisotropic than for helicity.
Note that at late times a substantial fraction of the energy is
in modes with k! =0; at t%29 near 95% of the energy is in
those modes, while less than 75% of the helicity is in the
same modes. All these results indicate that the distribution of
energy is more anisotropic than that of helicity at all scales.
As will be discussed next, this is due to the fact that helicity
only suffers a direct cascade and is therefore transported in
spectral space to smaller scales which are more isotropic.
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Figure 8 shows the isotropic energy and helicity spectra
in run A. The run, with negligible rotation effects, displays
the usual Kolmogorov scaling in the inertial range of the
energy and the helicity, with a dual cascade of both quanti-
ties toward small scales. As in many simulations of three-
dimensional isotropic and homogeneous turbulence, the short
inertial range is followed by a bottleneck "which makes the
spectra slightly shallower# and then by a dissipative range.
The dual cascade toward smaller scales is further confirmed
by examination of the energy and helicity fluxes "inset of
Fig. 8# which are both positive and constant across the iner-
tial range to the right of the forcing wave number. At wave
numbers smaller than kF, both fluxes are negligible. The
small amount of energy and helicity observed in the spectra
at those wave numbers is the result of backscatter, not of a
cascade, and the energy in the large scales displays a slope
compatible with a &k2 scaling "see e.g., Refs. 39 and 40#.

The energy and helicity spectra and fluxes at late times
in run B at Ro=0.06 are shown in Fig. 9. An inverse cascade
of energy develops, as evidenced in the spectrum by the pile
up of energy at scales larger than the forcing, and in the
energy flux by a range of wave numbers with nearly constant
and negative transfer. However, unlike two-dimensional
turbulence,41 not all the energy injected in the system under-
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Figure 1. (a) Energy and (b) enstrophy fluxes in Fourier space at resolutions 2048 (A), 4096
(B), 8192 (C) and 16384 (D). At resolution 16384 fluxes are computed on a single frame.

One of the simplest pieces of information which can be obtained from table 1 is
related to the energy–enstrophy balance. At N = 2048 only about half of the energy
injected is transferred to large scales where it is removed by friction at a rate εα = 2αE.
This fraction increases with the resolution and becomes about 95 % for the N = 16386
run. The remaining energy injected is dissipated by viscosity at scales comparable with
the forcing scale and at a rate proportional to ν (which thus decreases on increasing
the resolution).

Most of the enstrophy (around 90 %) follows the direct cascade to small scales,
where it is dissipated by viscosity. We observe a moderate increase of the large-scale
enstrophy dissipation ηα on increasing the resolution: this is a finite-size effect due the
increase of α with N (see table 1) necessary to keep the friction scale ℓα ≃ ε1/2

α α−3/2

constant with increasing εα .
In figure 1 we plot the fluxes of energy and enstrophy in wavenumber space.

Observe that because we change the resolution while keeping the ratio L/ℓf constant,
the only effect of reducing the grid size on the inverse cascade is the decrease of
the energy transferred to large scales (being εα = εI − εν with εν proportional to ν)
while the extent of the inertial range is almost unaffected. The behaviour of the fluxes
around k ≃ kf depends on the details of the injection: the transition from zero to
negative (positive) energy (enstrophy) flux is sharp in the case of forcing for a narrow
band of wavenumber (run D) while it is more smooth for the Gaussian forcing
which is active on more scales. Fluctuations observed in the energy flux for run D
are a consequence of the short time statistics in this case. These results confirm the
robustness of the energy inertial range regardless of the viscous dissipative scale, a
further justification of many simulations of the inverse cascade in which, because of
the limited resolution, the forcing scale is very close to the dissipative scale.

Unlike the inverse cascade, the direct enstrophy cascade is strongly affected by finite
resolution effects. This is not a surprise because, by keeping ℓf fixed, the extent of the
direct cascade is simply proportional to N . As shown in figure 1, we observe a range
of wavenumbers with almost constant flux ΠZ(k) only for the runs with N ! 8192.

Figure 2 shows the energy spectra computed for the different runs. We remark
again that the only effect of finite resolution on the inverse cascade is the reduction
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Figure 2. (a) HR transfer functions of surface density variance (Πρ , solid line) and surface
KE (Πu, dashed line and Πa , dotted-dashed line) as a function of wavenumber. Some values
for the sum Πu + Πa are also represented with + symbols. (b) Πρ (solid lines) and Πu (dashed
lines) for the three different resolutions (LR, MR and HR).

3.2. Spectral transfers of surface KE and density variance

The different terms (2.14), (2.14) and (2.15) are computed from 10 snapshots of
density (taken over six eddy turnover time units during which an inertial range is
most cleanly present in the density spectral transfers). w1

z (required to compute Πa)
is diagnosed from (2.8). Results are given for HR in figure 2a). The forward cascade
of density variance extends roughly from k = 15 to the dissipation scale (k > 500).
This is the classical result anticipated by Blumen (1978) and subsequently verified by
numerous studies (Celani et al. 2004). The flux is close to constant over this interval.
The advective flux of surface KE, on the other hand, is upscale (Πu < 0) over a
large spectral range. To our knowledge this important aspect of SQG turbulence had
been overlooked. A downscale flux is also present but it concerns a narrow range of
very small scales (with wavenumbers larger than k = 300). From (2.16) the difference
between Πρ and Πu is entirely explained by Πa (whose physical interpretation is
discussed in the next section). This has been checked by plotting some values of
Πu + Πa in figure 2(a). Unlike Πρ , Πu and Πa have no plateau.

In figure 2(b), Πu and Πρ are plotted for different horizontal resolutions. For
Πρ , increasing the resolution simply extends its plateau, corresponding to a forward
cascade of density variance over a wider spectral range. The same behaviour is
observed for the upscale surface KE advective flux, which indicates its robustness.
On the other hand, the downscale surface KE flux is not robust with respect to the
resolution changes. As resolution increases, the region where Πu is positive moves to
higher wavenumber and roughly follows the dissipation range. In other words, the
downscale advective flux of surface KE would be absent from a solution with infinite
resolution.

4. Discussion
Although surface density and velocity spectra are identical over a large spectral

range (as confirmed by their tendency terms), their dynamics revealed by their
budgets are quite different because of the term Πa . The physical meaning of Πa can
be understood in terms of surface frontogenesis. Let us consider a front undergoing
frontogenesis as represented in figure 3. In the following reasoning we assume that
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sink. Ageostrophic instabilities in the ocean interior [Müller
et al., 2005] or nonlinear coupling to internal gravity waves
(IGWs) [Buhler and McIntyre, 2005] could possibly lead
to significant energy dissipation of geostrophic flow, but
quantifying these in the World Ocean is a formidable
challenge [Polzin, 2008]. Propagation to the western
boundaries might play a significant role outside the South-
ern Ocean [Zhai et al., 2010], but most of the wind forcing
occurs in the Antarctic Circumpolar Current (ACC) where
baroclinic eddies seldom propagate westward [Fu, 2006]
and likely dissipate before reaching a coastline. In short,
despite great effort in studying the ocean’s energy budget
in the last two decades, the bulk of the dissipation of the
most energetic oceanic motions remains unaccounted for.
[3] The unsolved problem of the mechanical energy

budget has important ramifications, most notably in con-
sidering the role of turbulent diapycnal mixing in driving
the oceanic overturning circulation [e.g., Kuhlbrodt et al.,
2007]. For anticipating the intensity and distribution of
this diapycnal mixing requires knowledge of the sources of
mechanical energy and the pathways and processes that lead
to mechanical energy dissipation [e.g., Huang et al., 2006;
Scott and Xu, 2009]. Estimates of the abyssal power
required to maintain the overturning circulation vary but
could be as high as 2 or 3 TW [Webb and Suginohara, 2001;
Munk and Wunsch, 1998; St. Laurent and Simmons, 2006].
The wind work on the general circulation is a leading can-
didate for the ultimate power source driving the mixing,
supplementing important contributions from tidal conver-
sion in the deep ocean [Jayne and St. Laurent, 2001; Egbert
and Ray, 2003; Arbic et al., 2004; Egbert et al., 2004] and
possibly wind‐driven internal gravity waves [Alford, 2003;
Watanabe and Hibiya, 2002]. If a substantial fraction of the
wind work on the general circulation were to be dissipated
by small‐scale turbulence outside viscous boundary layers,
it would constitute a significant and possibly leading‐order
driver of diapycnal overturning in the deep ocean. Fine‐
structure estimates of the turbulent kinetic energy dissipa-
tion rate associated with IGW breaking in the Southern
Ocean [Naveira Garabato et al., 2004; Sloyan, 2005; Kunze
et al., 2006] point to this possibility. Those studies find
generally elevated levels of dissipation in the ACC, and
suggest that the bulk of the regional IGW field may be
sustained by interactions of the strong ACC flow with
the sea floor topography. These ideas are endorsed by
Nikurashin and Ferrari [2010], who combine observations
of the circulation and bathymetry of Drake Passage with
wave radiation theory to show that the IGW generation rate
in the area is large enough to support the dissipation rates
found by the preceding studies.
[4] Here we consider the global dissipation of mechanical

energy from the geostrophically balanced ocean circulation
via the generation of IGWs in the lee of topographic features
in the deep ocean. This mechanism of generating IGWs
was proposed by Bell [1975] and explained pedagogically
by [Gill, 1982, chapter 8]. As we discuss in more detail
in Section 2, the IGW generation rate (or vertical flux of
energy) depends upon the buoyancy stratification above the
topography N, the geostrophic flow rate above the topog-
raphy U (generally treated as steady on timescales of IGW
generation), and the roughness of the bottom topography

on horizontal length scales 1/k short enough to generate
IGWs via steady flow,

U
N

<
1
k

<
U
j f0j

; ð1Þ

where k is the horizontal wavenumber and f0 is the local
vertical component of the Coriolis frequency. For typical
deep ocean parameters, the relevant length scales are
between about 100 m and 5 km, which is much smaller than
that associated with internal tide production. The primary
challenge for this calculation was obtaining global statistics
of the seafloor topography on these length scales, which are
well below those resolved by global topographic data sets
[Smith and Sandwell, 1997, 2004]. What has made this
calculation possible is the recent development of two almost
independent quasi‐global estimates of small‐scale topo-
graphic roughness statistics [Goff and Arbic, 2010, herein-
after GA2010; Goff, 2010, hereinafter G2010]. The former
uses a statistical modeling approach that predicts small‐scale
roughness properties based on paleo‐spreading rates and
directions modified for sediment cover. In the latter, gravity
roughness on scales less than about 100 km is first com-
puted after masking of large‐scale features such as sea-
mounts and spreading ridges, application of a directional
filtering algorithm to remove fractures zones and disconti-
nuity traces, and subtraction of estimated noise contribu-
tions. The statistical properties of abyssal hill morphology
at the seafloor are related to this residual roughness by
‘upward continuation’: a projection of the gravity signature
at the seafloor to the sea surface, which works as a linear
filter on the topographic spectrum, dependent on water
depth and seafloor/water density contrast [Smith, 1998]. See
G2010 for further details.
[5] As with many geophysical calculations and especially

global ones, the calculation of the most recent best estimate
is much easier than estimating the uncertainty in that esti-
mate. And while the need for attempting quantitative error
estimates is easy to find in the literature, it is much harder
to find published quantitative error estimates. Herein we
employ the strategy of Scott and Xu [2009] and in lieu of
rigorous error estimates use sensitivity tests with indepen-
dent data sets. Both global estimates of small‐scale topo-
graphic roughness statistics were used to produce global
maps of the rate of lee wave generation and several sensi-
tivity tests were performed. First we briefly review the
theory and describe the calculation procedure in Section 2,
including properties of the data sets employed. In Section 3
we present the maps of lee wave generation rate including
all the sensitivity experiments. We conclude in Section 4
with a brief discussion of some of the implications for the
World Ocean mechanical energy budget, the maintenance
of the oceanic overturning circulation, and ocean modeling.

2. Theory and Methods

2.1. Internal Lee Wave Generation Theory
[6] The mechanism by which geostrophically balanced

flow over topography generates IGWs (also called internal
lee waves) is explained by Gill [1982, chapter 8]. Under
the traditional approximation of ignoring the horizontal
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•  Capet et al. (2008c), numerical model (ROMS+KPP): 

…  we hesitate to draw any strong conclusions about the efficacy of a 
mesoscale inverse KE {Kinetic Energy} cascade in our solutions, although our 
results indicate it does occur to some degree … 
 
* Scott et al. (2011), oceanic data analysis: 
 

* Arbic et al. (2013), modeling but commenting on data:  
 
… It is therefore difficult to say whether the forward cascades  
seen in present-generation altimeter data are due to real physics  
(represented here by eddy viscosity) or to insufficient horizontal resolution. 
  

A paradox? 
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Figure 2 |Mechanical, a sum of kinetic and potential, energy budget
terms in (mWm�2) as a function of time. a,b, Energy budgets from
rough-topography (a) and flat-bottom (b) simulations: evolution of
mechanical energy (blue), wind power input (red), dissipation by the
bottom drag (orange), dissipation by viscous friction (green) and changes
in potential energy due to diffusion (purple). Values averaged over the last
10 days of simulations are shown in parenthesis.

deformation in the experiment is about 20 km) as well as several
smaller, submesoscale, warm- and cold-core eddies. The bottom
topography is multichromatic, randomly generated with the same
spectral characteristics as topography observed in theDrake Passage
region of the Southern Ocean16 and includes horizontal scales from
50 km down to 1 km.

The energetics of the flow in the two simulations are presented in
Fig. 2 showing the evolution of the volume-integrated mechanical
(that is, a sum of kinetic and potential) energy budget terms.
The energy budgets are closed to within a few per cent of the
wind power input terms. Both simulations are well equilibrated. In
the rough-topography simulation, there is a leading-order balance
between the wind power input at the surface of 6.4mWm�2 and
interior viscous dissipation of 6.1mWm�2. Dissipation due to
bottom drag, which parameterizes unresolved turbulence in the
bottom boundary layer, is small, 0.7mWm�2, compared with the
viscous dissipation by resolved motions. The effect of diffusion,
computed as a change in the unavailable potential energy22,23 (that
is, potential energy of a motionless fluid) and thus including
the effects of both explicit and spurious numerical diffusion, is
negligible, 0.3mWm�2. The energetics of the rough-topography
simulation suggest that the wind power input, generated by the
wind stress acting on the time-mean flow at the surface, is primarily
dissipated by interior viscous friction acting on resolved motions.
Viscous friction, which parameterizes subgrid-scale processes, is
scale dependent: it acts primary on small-scale motions with large
velocity gradients. In the simulations, the Reynolds number of
geostrophic eddies, estimated at the deformation scale of 20 km, is
O(104), implying that geostrophic eddies are inertial and essentially
inviscid. Hence, to equilibrate, geostrophic eddies must transfer
their energy to smaller-scale motions that can then be dissipated
by viscous friction. In the flat-bottom simulation, on the other
hand, viscous dissipation is small, implying that there is no
effective mechanism for the generation of small-scale motions and
therefore the bulk of the wind power input is dissipated by the
bottom drag. That is, the spontaneous generation of unbalanced
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Figure 3 | Snapshots after 40 days in the rough-bottom simulation.
a,b, Zonal sections of speed (cm s�1; a) and energy dissipation dissipation
(log10(W kg�1); b) at y= 170 km. c, Horizontal section at 2 km depth of
vertical velocity (cm s�1; blue/red) and 5 km low-pass-filtered horizontal
flow speed (cm s�1; contours). The inset plot is a zoom-in on the region
shown with the thick black line.

motion from geostrophic flows in the ocean interior is far less
efficient than the generation of unbalanced flow through eddy–
topographic interactions.

The equilibration of the flow changes markedly between the
two simulations: in the flat-bottomed simulation, the wind stress
is completely balanced by the bottom drag rather than the
topographic form stress as in the rough-topography simulation, and
the wind power input is nearly balanced by the bottom drag work
against the bottom flow rather that the interior viscous dissipation.
As a result, the system equilibrates with higher magnitude of the
flow and therefore higher wind power input.

Vertical and horizontal representations of the flows in the
rough-topography simulation are illustrated in Fig. 3. The top two
panels show zonal cross-sections of kinetic energy and viscous
energy dissipation, emphasizing large- and small-scale motions,
respectively. The kinetic energy of the flow is dominated by frontal
meanders and mesoscale eddies. Consistent with observations24,25,
the surface speed of geostrophic eddies exceeds 50 cm s�1, whereas
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density surface.

Dynamics of the SouthernOcean and its upwelling branch
The Southern Ocean is driven by surface fluxes of momentum and
density (owing to heat and fresh water) induced by the strong,
predominantly westerly winds that blow over it and the freezing
phenomena close to the continent33. Zonal wind stress (Fig. 4a)
induces upwelling polewards of the zonal surface-wind maximum
and downwelling equatorwards of the maximum. This directly

wind-driven circulation, known as the Deacon cell, acts to overturn
density surfaces supporting the thermal wind current of the ACC
and creating a store of available potential energy.

Air–sea fluxes generate dense water near the continent and
lighten the surface layers in the ACC (see Fig. 4b). The dense
water sinks and tends to draw in warmer, saltier water from the
surrounding ocean; however, rather than being fed from the surface,
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density surfaces supporting the thermal wind current of the ACC
and creating a store of available potential energy.
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Re=UL/ν, Fr=U/[LN], Ro=U/[Lf] 
                                                  RB=ReFr2  
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Spectra and temporal evolution, N/f=2 
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related to the ratios LF=‘oz and LF=‘diss, where ‘diss is the
dissipation wavelength. The shallower spectrum is close to
a Kolmogorov solution !Kol ¼ 5=3, expected (possibly
with small intermittency corrections) once the small scales
recover isotropy for high enough RB (see [31] for the
rotating case).

The inset in Fig. 2 gives the temporal variation of EV

(solid lines) and (scaled) dissipation DV ¼ 2"hj!j2i
(dashed lines). The steady energy increase, after an initial
transient, is typical of inverse cascades. The variation of
the ratio of inverse to direct flux with the buoyancy
Reynolds number is indicative of the increased effective-
ness of turbulence as RB grows. One can also expect this
ratio to decrease as N=f increases since no inverse cascade
occurs in the purely stratified case [30].

Such direct cascades of energy in rotating stratified
turbulence have been analyzed using theoretical closure
models of turbulence [37]. Dual cascades were also found
when examining AVISO altimeter data for the Kuroshio
current [13], with values of R! approaching those of
oceanic data for the largest imposed turbulent (horizontal)
viscosity. Whereas these authors conclude to some ambi-
guity in the interpretation of their results due to the neces-
sary filtering of the data, our DNS of the Boussinesq
equations unambiguously show that dual energy cascades
are realistic outcomes in a geophysical setting. The higher
values of R! found in our runs likely reflect the fact that
buoyancy is not dominant in our DNS, with N=f " 4.
However, we note that the abyssal southern ocean at mid
latitudes has N=f as low as 4 or 5 and shows considerable
mixing [1,38].

Conclusion and discussion.—We have shown in this
Letter that a dual (direct and inverse) constant flux

energy cascade is present in rotating stratified turbulence,
thereby resolving the paradox noted by some authors (see,
e.g., [4,13]) and thus adding credence to having both geo-
strophic balance and anomalous transport in geophysical
turbulence. The computations clearly point out the possi-
bility of the coexistence in the ocean and the atmosphere of
idealized large-scale dynamics dominated by quasigeo-
strophic motions, together with the production of small
scales, essential to transport [38].
More computations and data analysis are required to

categorize in a quantitative way the duality of the energy
cascade, as well as the mixing efficiency one can expect in
rotating stratified flows. For example, the variation of R!

with the relevant dimensionless parameters, such as Re,
N=f, and RB, as well as LF ¼ 2#=kF (when measured
relative to L0, ‘oz and ‘diss), is an open problem which will
require huge numerical as well as observational resources.
In that context, two-point closures of turbulence (see, e.g.,
[9]), so-called shell models as used in [16] but generalized
to include both rotation and stratification, as well as sub-
grid scale modeling of small-scale dynamics may be intro-
duced to study this phenomenon in a thorough parametric
fashion (see, e.g., [39] for rotating flows), varying the
forcing mechanisms as well.
However, there are some indications of a dual flux, using

quasigeostrophy [13], or in more complex settings using a
numerical oceanic model applied to the California coastal
current [40]. This somewhat paradoxical behavior of the
energy directivity can be understood if one recalls that
triadic energetic exchanges can be either positive or nega-
tive, and it is a delicate balance between the two that
determines the overall sign of the flux, as also found for
helical flows [18].

(a) (b)

FIG. 2 (color online). (a) Kinetic energy spectra for Run 10d (red line), 10e (blue line), and 15a (black line), all with N=f ¼ 2 and
increasing RB ¼ ReFr2. The straight lines with different power laws are given as indications. In the bottom inset are shown the
temporal evolution of the kinetic energy for the same runs (solid lines), together with their (scaled) dissipation (dashed lines)
5# 2"hj!j2i, with ! ¼ r# u the vorticity. The spectra, not averaged in time, are shown at t=$NL $ 22, whereas the peak of
dissipation occurs for all the runs around t=$NL $ 1:3, time after which the energy starts to grow, with $NL ¼ LF=U0 the turnover time.
(b) Total (kinetic plus potential) energy fluxes normalized by energy input %V ¼ hu % Fi for the same runs, as well as for runs 10a
(magenta dashed line), 10b (green dashed line), and 10c (cyan dashed line) for which N=f ¼ 4.
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Less classical picture of quasi-2D turbulence 

uℓ,ℓ      uℓ/8, ℓ/8 uℓ/4, ℓ/4 uℓ/2,ℓ/2   

E(k) k 
є= dE/dt : energy dissipation rate
E ~ kE(k) (locality) and τ ~ℓ/uℓ  (eddy turn-over time),  
 

So: є~ uℓ3/ℓ          
                              and      E(k) = CK є2/3 k -5/3 
 

F 

ν 
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§   As a matter of conclusion: 

– The lack of resolution when there is 
more than one inertial range: the 
emergence of two characteristic 
scales (buoyancy and Ozmidov) 

à A proposition for what would be a 
really big run of stratified (and 
rotating?) turbulence 
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         Future work and open questions 
 
•  Anisotropic analysis and normal-mode analysis  
•  Higher values of N/f (up to 20+) and Re (up to 2X104) 
•  Long-time accumulation at k=1, & large-scale friction? 

•  Different forcing, e.g. two-dimensional (balanced) 
•  Anisotropic box (cf Deusebio et al. 2014) 

•  Role of conservation of potential vorticity? 
•  Role of non-local interactions? Of over-turning? 
 
•  Models of dual energy cascade with stat. mechanics 
             (Thalabard et al., 2014)  or w. phase transitions (Sashesanayan et al. 2014) 

       or w. anisotropic eddy viscosity (>0, <0)? 
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§ Thank you for your attention  

“In this unfolding conundrum of life and history there is such a thing as being 
too  
late ... We may cry out desperately for time to pause in her passage, but time 
is 
adamant to every plea and rushes on. Over the bleached bones and jumbled 
residue of numerous civilizations are written the pathetic words: "Too late". ‘’ 
 
Martin Luther King Jr, 1967 
After Clive Hamilton, Utopias in the Anthropocene,  American Sociological Association 2012 


